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NODAL KEi’HOl),SFOR DISCRETE-ORDINATES T!’ANSPOR’I’
PROBLEMS IN (X,Y) GEOMETRY

Wallace F. Walters and R. Douglas O’Dell
“fheoreLicalDivision

University of California
Los Alamos National Labor:itory

Los Alamos, New tlcxico 87545 ESA

A nodal method has been developed for improved spatial (Iiffercncing of Lhc
discrete-ordinates form of the Y,y geometry transport equation. In
applying Lhis method, spatial flux expansions art,assumed along the edges
Cf each solution node (mesh cell) and flux a[~d sollrce expansions are
~ssumed in the interior Of the llOdP. Nodal method schemes at-c thus
identified by the expansions used for node edges allrlnode interior.
Nodal schemes assuming consiant-con.stant, constiint-linear, Jl)d four
forms of Iineal-lillear expansion have hecn developed, programrne,],and
used iu the analysis of cigenva]lle (keffj an~l :hielding problems.

Nodcl results are compared with Lh/Jseohtaiued using the diamon[~-[lifft:re[lce
sellL’.lle.

Basrd 011 rcsuits of eigcnvalue LcsL prohlernsex;lmillcdhy the aut.llors, it
appears that Lhe liricar-linear nodal mc:hod schemes are more cost
cffrctive Lhiin tt?e diamond difference schrmc for eigenva]uc (ke[f)

problems, These nodal schemes, although more computaLioual.]yrostly Lhan
th(’diamond scherncper mesh cell yield res[llt.s~f comparah]c accllr~cyLO
those from diamond with far fewer mesh CC1lS, A net si+viIl~s in both
computer time and storage is obtained using the no “31 scllcmcswhen cornp~red
with Lhe diamond scheme for the same accurucy oi’results.

For shirldi[)gproblems t]oLh the cons:ant-lineor al~d line;~r-line~rnoclul
Srhell]t’sarc superior to the diamond scheme in the SCIISC ot’ r(:duccd
cuulpuLcrtime and storage fo: the same accurary in rcsulLs.



NODAL METHgDS FOR DISWETE-ORDINATES TRANSPORT
PROBLEMS IN (X,Y) GEOMETRY

I. INTRODUCTION

In Lhis work several nodal schemes applicable to the (xly) geom=:ry
discrete-ordinates tranrport cqu~LioIlare develope~l. Contrary to many of
tt]caiffusion ~heory nodal methods which tend to be tailored LO spzcific
classes of prchlemsl, Lhe transport nodal schcrne~we describe arc used
to generate spatial-difiere[lcingschemes for use in production computer
codes.

in Reference 2 a hybrid type ot nodal scl]cme is described. In Lhis
scheme a double PI approximation is used for angular disLribulion of
int~i”SilCe currents. Th;.s approximation is not used in C)tli method.
The schemes we describe in this paper yield true discreLe-ordinates
rrsulLs,

Ir: J ;“ecentpaper3 b nodal Lransport scheme C311Cd Lhc disrrc[e uorla]
tr.llls}j~rl.method (DNT?i)was described and used to solve a one-group
i[lkamogrl]eollssource problem. DNTM assumes a quadratic flux expansion
witlllnLhe l~odcand J constant flux represenLaLion on the rroI~.eboun(],lrics.
Thr c’omputcr storage required with any node interior flux expansion
(soiirce expansion) of quadr~tic or !ligher order is likely to l~e pro-
hilJiLive for a p]”oduction COI-ICdesigned to solve a hroa.1 (-lass of
prohlrms, Ilencc, we cx~minc nodal sciremt?swJLh node intcrioi Cxl)allsiolls
11{) Lo iir)(! incl~ldirlglinear aridnode boundary I’(?pl”rs(’nt.atiorlsup Lo an(l
i[lcludirlgline~r.

11. I)EVELOPNENTOF ‘1’HiiNODAL EQUATIONS

Transport nodal methods can be characterized hy tl]csep2,r:Itcarlglllarflux
cx])arlsiul)s assumed on the edges Gf J node (ceJl) Jnd Osicrthe interior of’
(he rlcde, For example, a “L:O~StFlfit-ll Ilear” IT)12~hfJd Wil], ]lere~fter,refer
Lo one in which indcpendelltconstant edge an~;ulauflux “expansions” are
dtisumed together with a linear flux expallsiunover the uode irlterior.

Collfilder Lhe i,j node to I.IcLhc ,-ectauglcdcfi}ledhy x

: y?,,UlldWi.tll& = x - x
L:x:x R’yll~y

R
~p Ay = yT - yB, x. = (x, + xR)/2 and yj = (yT +1

yB).W The Lliscr&Le-ordillJLtlscqllaLio[linr d~l”(!~”Liollm ond energy g[oup

g is

~1 ;)lp
(x,y)/;)x + q:,, y, &Y)/~:i ~ ,,,,g(x,y)= s,”~(x,y) ,+UV

m Ill,p, ? I
(1)



----
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Hereafter the subscripts m and g will be dropped.

We assume that the source within the node is (at ❑ost) linear, i.e.,

s(xty) = sav + sx ‘:2(x - xi)/~ + sy * 2(Y - yi)/Ay (2)

and that Lhe source for a give~ iteration is determined using fluxes from
the previous iteration, It is further assumed, for this analysis, that
p > 0, q > 0 so thdt the fluxes on the node edges ~t X1,a:ldyu i!re known.

We represent the angular flux along the top edge of the node by, at most,
a linear expansion:

I‘L
<x(x

WX,YT)
R

(3)=*T + eTf’ 2(x - xi)/Ax
Y = yT

with similar expansions for the other node edges.

Nodal equations are generated by performing transverse integrations of (1)
over Lhe node in the x- and y-directions. If we integr3te (1) over [x
therr results an ordinary differential equation far V“(y) :

~lxRl

x

\

r
1
G

~(X,y) dx :

‘L

q dWO(y)/dy + ti’(y) = Sav + SY* 2(y - yj)/Ay - W+(XR,Y:
1

- WL,Y) .

WC C~rl also

the node tc

(4)

multiply (1) through by (6/Ax2)(x - xi) and x-integrate o~rer

get an equation for the y-dependent, first flux moment W1(y) s

‘R

6/h2 *

/
(x - Xi) ~(X,~) dx :

‘L

(5)

A



Similar expressions for YO(x) and VI(X) can be obtained by integrating in
the y-direction.

Exact solutions to (4) and (5) are obtained and evaluated at y =
These are:

Y~.

w“(yT) = p$’T= 4JBexp(-cy) + (l/~)-:- exp -u (yT - Y)lrl]+

YE

(6)

\

)s [ 1[av + (2/~y)(y - yj)*Sy - (P/Ax) Y(XR,y) - ~(XL,y)

and,

Y~

w’ (yT) ❑ ecr
/

❑ 61Bexp(-cy) + (l/fl)-~ exP [-U(YT - Y)/q]-;~

Y~

(7)

1 [Sx + (6P/Ax) ‘+”(y)- 0.5 [w(xR,y)
1

+ W(XL,Y)] .

Similar exacL expressions for WO(xR) and V1(XR) can also be generated. In

tllescwe define G z uAy/q, Cx s uAx/IJ.
, Y

III. SPECFIC NODAL SCHEMES

CC Scheme—.—.. .—

The cof~stallt-consta~lt(CC) scheme is ollr lowest order approximation snd
assumes sep~l”atcconstant flux representations on the edges and irltcrior
of the node, that is, OT = 6B = OR = 6~ = O

I

‘L
<)(<X

~(x,y) = Vav
R

yb < y < yT

(8)

The iuterior’source is assumed constant so thot S = SY = O in Eq. (2).x

its x-~nolog p’rovidc two Cqlratiollswith the third cqutit;ol~being the
conservtitionequation found by intcgratin~ (1) over Lhe node:



* = sav/u - (*R - $L)/& - (*T - qJB)/&
av x Y

(9a)

* is used to COIIIpULethe source, S
av

~v, for the next iteration. When u is

very small or zero another expression for $av can be used. This expression

can be obtained using either ‘#o(x)or WO(y):

Y~

r ‘R

qlav =

J

w“(y) dyiby =

J

W’(X) dx/Ax .

Y~ ‘L

where VO(y) is given by EqL’ation6.

CL Scheme

The next higher order nodal scheme is t!]econstantlinear (CL) scheme in
which edge fluxes are assumed constant but linear expansions are used for
the interior flux. The latter is achieved by adding the terms $x(2/&)

(x - Xi) and $y(2/AY)(Y - yj) to the rigl,tside of (8). Equation (2) is

Iised for computing the source. For ~he five unknowns (~T, i\R,$ , IJX&v
and ~ ) we use the three equations

Y
from the CC method together with fully

integrated first moments of (l), namely,

$x = sx/u - (OT -
[

OBMEY+ (VCJ $ - 0,5(14R+ Q
av 1 (lOa)

and

sy/u . (eR -
[

o.5(tJJT+ *B)] ~4JY= oL)/cx + (WCy) ‘1 -
av

(lob)

Agai[lwhen u is very small or zero other expressions for $x and *Y cau be
used, For ~ ,

‘YT

$Y =
\

(6/Ay2)(y - yj) W(y) dy . (1OC)

YE

For $x ,



‘R

$x ‘
[

(6/Ax2)(X - Xi) ~0 (X) dx . (lOd)

J XL

For Lhe CL scheme, of course, all d terms in (liJ)are zero. The moments ox

and Q are ‘~sed to compute Sx and S for the next iteration,.
Y

The five
Y

equations in five unknowns are easily reduced by hand for computer coding
purposes.

The remaining three schemes use linear expansions both for node edges (see
Eq. (3)] and the node interior.

LL1 Schrrnc—

in the LL1 method we approximate the outflow edge first momf?nLsby

0T’~-4av (Ila)

‘R =4T-$av . (llb)

These equations along Pith (6) and its x-analog provide four equations for
the four outflow edge unknowns $T, OT, $R, 61{. Again this system of four

equations in four unknowns is easily solved by hand with the algebra beiug

uncomplicated and operations few. $av, 4X and by are $etermined as in the

CL scheme and are used to compu~e :he source for the next iteraLion.

LL2 Scheme

‘This schcrne is similar to the LL1 scheme. The difference is th~l the
outflow edge memento are approximated by

‘T =$x , (12d)

(3R=$y . (12b)

The relations (12) along with equa~ions (10) can be used to determine

eT ~nd EIR. Since OR does not appe~r ir? the equation for
%

and vice

vert,a, the system of four equations and four unknowns is easily SOIVCd
by hand a~ in the LL1 scheme. Again the algebra is quite simple.
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LL3 Scheme

In the LL3 scheme we lncludc a bilinear term $#_(2/Ax)(2/Ay)(x - Xi)-A

(y - Yj), in the flux expansion over the node in~erior but retain linear

expansions for Lhe source and node edge fluxes. We approximate the out-
flow edge first moments by

‘T
= $x + Qxy (13a)

‘R = $Y + +Xy (13b)

and generate an equation for ~ by taking ~hc fllllyintegrated (x - x~)-;’
Xy

(y - Yj) moment of (l). The equations for the remaining unknowns @~, @Rt

Q~v, $x and $Y are the same as for tilel,L1and 1.1.2schemes. However, In

con~rasL to schemes I.L1 and LL2, the equations for 8T an[iOR are [low

coupled Lo one another. Hence, even though the sysLcm of 4 equations in
4 unknowns is still solved hy hand before coding, the algc-hra is mucn
more complica~ed than in either the LL1 or LL2 schemes.

LL4 Scheme—— .—

The final linear-linear sche~ne,LL4, is a pure nodal scheme. The interior
flux is purely linear (not l~ilinear)and the outflow edge first moments f3T

and O
R

arc not approxim?~ed. Instead, Eq. (7) and its x-analog are used

for dctermir,.i..f3Tand eR. As in the LL3 scheme ~here is coupling between

OT and (3 ~ as can be secu from Equation (7). The algebra is quite compli-

cnlrd wiLh ~he number of operations being ahouL the same iis for the 1,L3
scheme.

ADDITIONAL CONSIDERATIONS

Even though negative angular fluxes arc a rare ocuurance for any of these
schemes, all can yield negative values for the average outflow fluxes
@q. and OR. In tile higher order methods with a linear intcr[:alexpansion

for the angular flux and a linear expansion for the edge angular flllx,
Equation (3), negative values can ucc~lr for c~rtain x and y, The fix-
up used in ~he code iusures Lhat

(14a)



.... .-——.

(14b)

(14C)

(14d)

Take (lLa) as an example. If $T < 0 we set VT = O and (lT= 0. Ifl$T>o

bUL I@Tl > $T We Set OT = (eT/l~Tl) $T.

In (14c) if l$X1 > $4V we set $x = (4Jx/14xI) Oavn When the value of

either an edge moment (0) or an interior moment ($x or +Y), is recomputed

as above, it will be referred to as a “rotation.” When a flux ($7.or OR]

is set Lo zero, iL will be referred to as a fixup.

Care must he taken in solving the equaLions used in all Lhese scb?mes as
the cross sectio[lo ~pproachzs zero. For example quan~ities such as
[1 - exp(-&x)]/&x .~ppear in the solution equatiorls. The value of this

quantity approaches unity as u+O and & +0. Sprcial
x

programming is

required for this and other qualities s~ that the correct \imiL is
obLained illthe computer code. If care is taken the results Are found to
be well behaved in the limit u+O.

Iv. TEST PROBLEM RESULTS

To test ~he various noda1 method schetns, a speriai version of the
TWOTRAN-114 production code was created into which all of the various
schemes were programmed. Two multigroup test problems were selected
for analysis: a ZPPR-7A critical assembly mockup and an iron-water
shielding problem. Both problems were analyzed using an S4 quadrature
with isotropic schtLer. The Los Alamos CDC-7600 computers were used for
the analyses.

ZPPA-7A Problem

Our first test problem was a three-grollp rectangular geonletry ZppR-7A
critical assembly mockup of a heterogeneous fast rcartor core as depicted
in Fig. 1. In the x-y plane the core configuration is comprised ot
rectangular “drawers” of about 5,5 cm x 5.8 cm, with 29 drawers illLhe



x-directiobland 29 drawers in the y-direction. Previous analyses of this
problem using diamond differencing discrete-ordinates codes5 showed that
the eigenvalue (keff) for this model was somewhat sensitive LO the

problem solution mesh used. With one mesh cell per drawer the diamond

difference scheme gave a keff of 0.979 21 while with four (2x2) mesh

cells per drawer it yielded a keff of 0.980 01, a difference of some
c.l%. Accordingly, we used this problem to compare our nodal scheme
results to diamond difference results using successive mesh refinements
beginning with 1 mesh rrll per drawer and ending ~ith sixteen (4x4) mesh
cells per 4rawer. Tht: results are shown in T~ble 1 along with Lhe
computer run times required to achieve the solutions. A convergence
criterion of 10 4 was used for the eigenvalue, the pointwise fission
source, and the pointwise group scalar fluxes. The eigenvalue for an
ilti”ihitesimallyf“inespatial mesh is 0.980 28 using our S4 quadrature.

The CC nodal method scheme described in this paper is not presented in
the results. It was found that this scheme was comparable to ~he
diamond scheme in bo~h computer storage and computational efficiency but
vas less accurate than diamond for eigerlvalueproblems and, thus, was
not considered further.

The CL nodal scheme requires about twice the storage and twice the
computational effort as the diamond scheme per mesh point. However, Lhc
CL scheme is about twice as accurate as diamond. As seen in Table 1,
the CL scheme for a 2x2 mesh per drawer gives about the same accuracy in
k as does the diamond scheme on a
eff

3x3 mesh pcr drawer with the

computational times roughly equal. Similarly, the CL scheme on a 3x3
mesh per drawer is approximately equivalent to the diamond results
from a 4x4 mesh. It thus appears that the CL nodal scheme and the
diamond difference scheme are equivalent on an accuracy versus compu-
tational cost basis for eigenvalue problems.

The 1.1.]:lnd LL2 nodal schemes were found to be virtually identical in
storage requirements, computational effort, and accuracy. Both require
about twice the computer storage and about 2+ to 3 times the computational
effort for a given mesh as does the diamond scheme. Table 1 shl?ws,
however, that these nodal schemes are about ten times more accurate than
diamond. In other words, for a given mesh, the LL1 and LL2 schemes
give an eigenvalue whose error is about an order of magni~ude less
than that obtained with the diamond scheme. Conversely, for a given
error in the eigenvalue, the LL1 and LL2 schemes give the same accuracy
as diamond on a mesh whose spacing is about three times larger in each
direction than that required for diamond. Thus, for the ZPPR-7A
problem, the diamond scheme requires a 3x3 mesh per drawer to produce an
eigenvalue as good as that from LLI or LL2 with only 1 mesh cell per
drawer; and the computational cost (computer run time) for diamond is
;lhoutthree times as great.

The LL3 and LL4 nodal method schemes were found to be quite similar in
their performance and ouly the LL4 scheme wiLl be considered further.
This nodal scheme requires about twice as much storage as the diamond
scheme and about four times as ❑uch computational effort but it is some
16 times more accurate, Thus, for the ZPPR-7A prcblem, with 1 mesh
cell per drawer, the LL4 ~odal schemes gives an eigenvalue as accurate
as that obtained using the diamond scheme with 16 (4x4) mesh cells per
drawer ii: about one-fourth the time required by the diamond scheme.



Although only the ZPPR-7A problem results are shown, the riodal method
schemes have been compared with the diamond scheme on other eigenvalue
test problems with comparable results, namely, for eigenvalue problems
nodal method schemes wi~h linear flux expansions both in the mesh cell
interior and along the cell edges are about three to four times better
than the traditional diamond difference scheme on an accuracy vcrs~s
coaputa~ional cost basis.

Iron-Water Shielding Problem

Our second test problem was a three group iron-water shielding problem as
depicted in Fig. 2. The central l~a~<r region contains a spatially
uniform, group dependent source. WiLh a group 3 total mean free path
of about 1 cm in iron and 0.3 cm in water, the iron shield is 10 mean
free paths thick and the outer water shield is over 30 mean free paths
thick for group 3. The problem is symmetric in the x- and y-dimensions
and uniform square solution meshes were used. Table 2 shows the results
of our analyses in which we report the group-dependent.net leakages from
the system. Exact values for the net leakages were obtained by plctting
results and extrapolating to zero mesh size. The “exact” values used
are 4.783, 2.515, and 4.811 for group 1 through 3, respectively, with a
total source strength of 10? particles per second.

In Table 2 we show results only for the CL, LL1 and LL4 nodai schemes.
The CC nodal scheme was found to be less accurate than diamond and
.’arrantedno further consideration. The LL2 scheme is a virtual twin to
the LL1 scheme and the LL3 scheme behaved much like the LL4 scheme.

As a readily evident from Table 2 mesh sizes of about 1 cn (both in x
and y) or smaller are required for the diamond scheme to yield realistic
results. With a 1 cm mesh spacing Lhe diamond scheme integral quantiny
results are generally wicl,in 10% of the exact, or infinitesimally small
mesh, results. To obtain results within 1% of the exact wi~h diamond
differencing a mesh spacing of about 0.3 cm or smaller is required.

All Gf the nodal method schemes give quite similar results foz integral
quanti~ies, including the CL scheme in which a constant cell (node) edge
flex representation is used. The principal differences in the various
nodal schemes appear to be the computer run times due tc the differences
in computational effort. An inspection of pointwise quantities in the
detail-d results, however, shows a successive improvement in the accuracy
of the poinLwise quantities produced by the CL, LL1 and LL4 schemes.

Table 2 clearly shows the remarkable superiority of the nodal method
schemes over the diamond difference scheme especially for cGarse meshing.
With a 5 cm mesh spacing the nodal schemes yield excellent leakage values -
withili 2% of the exact (very fine mesh) values. This accuracy is
somewhat misleading, however, and is perhaps anomalously good. Although
not shown, we compared average absorption rates within the 5 cm x 5 cm
coarse mesh grid shown in Fig. 2. Several of these absorption rates
are in error by 10-20% of their exact values. We thus conclude that
even with a 5 cm mesh, the nodal schemes give results within 10-20% of
the exact results.

With a 2.5 cm mesh spacing the nodal integral quantity results are within
2-L% of the exact results while the diamond scheme yields errors of
several hundred percent. Pcintwise quantities are somewhat less accurate
for all schemes.



When a 1 cm mesh spacing is used the nodal schemes give integral quantity
results everywhere within 1% of the exact results. The diamond scheme
required a mesh spacing of about 0.3 cm to ploduce results with comparable
accuracy.

Tht? ncdal schemes, when applied to deep pe:lctration-type stliclding
problems are thus capable of producing reliable results with considerably
coarser meshes (3 to 5 times coarser in each dimension) than diamond.
Although more computationally expensive than the diamond scheme per mesh
cell, the greatly reduced number of cells required for the nodal schemes
can reduce computer run times by a factor of 3 to 5 when compared with
the diamond scheme for the same accuracy.

An interesting and, as yet, not understood result of the shielding
problem analysis is the excellent performance of the CL scheme compared
with the LL1 and LL4 schemes for producing integral quantities. The CL
nodal scheme works just as well as the LL schemes. This is in contrast
to the results ojserved for eigenval.ueproblems in which the CL scheme
was markedly irlferiorto the linear-linear LL1 and LL4 schemes.

v. SU?OIARYAND CONCLUSIONS

A nodal method has been developed for improved rp:tial differenring of the
discrete-ordinates form of the x,y geometry transport equation. IIi
applying this method, spatial flux expansions are assumed along the ed~es
of each solution node (mesh cell) and flux and source expansions a re
assumed in the interior of the node. Nodal method schemes are thus
identified hy the expansions used for node ed~es and node lnLerior.
Nodal schemes assuming constant-constant, con+tant-linear, and four
forms of linear-linear expansion have been dc%rloped, programmed, and
used i11 the analysis of eigenvalue (keff) a,id shielding problems.

Nodal resulLs are compared with those ohtaincd using the diamond-
diffcrence scheme. Node interior expansions higher than linear have not
been considered because of the large increases in coml)utcr storage
required by higher order expansions.

In the application of these nodal ❑ethod schemes to the analysis of
several problems, two of which are reported in this paper, several
important conclusions have ken reached.

The constant-constant nods? schene is less accurate than the traditional
diamond-difference scheme and is not considered further.

The constant-linear nodal schtme can be extcncled to a linear-liuear
scheme with very little computer storage penalty. The computational
effort required by linear-linear schemes is somewhat greater than for the
constant-linear scheme.

Based on results from the ZPP!l-7A problem and other eigenvalue Lest.
problems examined by the authors, it appears that the linear-linear
nodal method schemes are more cost effecti*’ethan the diamond difference
scheme for eigenvall~e (keff) problems. These uodal schemes, although

more computationally costly than the diamond scheme per mesh cell yield



results of comparable accuracy LO those from diam~i;dwith far fewer mesh
cells. A net savings in both computer time and s~orage is obtained
using the nodal schemes when compared wiLh Lhe diamond scheme for Lhe
same accuracy of results.

For shielding problems both the constant-linear and linear-linear nodal.
schemes are superior to the diamond scheme in Lhe sense of redllced
computer time and storage for the same accuracy in results. If Oily
integral quantities such as ncL leakzge or region reaction rates are
examined, the constant-linear nodal scheme givrs results of comparable
accuracy as those from the linear-llnear nodal schemes hut in less
computer time . If, however, local or pointwise quantities are examined,
the linear-linear schemes are found to tI(! more accurate than Lhose frorr:
Lhe constant-linear scheme. For the sar accuracy in local OL pointwisc
qua!]tiLies, then, the linear-linear schemes are sup~rior.

REI%TWNCES

1

2

3

4

5

J. J. Doming, “Modern CoarsP-Mesh Methods - A I)cvrlopmrllt of thu
‘70’s,” Proc. Amer. Nucl. Sot. Top. Meeting o:) Computatio[l~l Hethods
ill Nuclear Engineering Williamsbllrg, VA, April 2.3-25, 1979, Vol. 1.,

PP. 3-I through 3-31.

M. R. Wagner, “A Nodal l)iscrete-Ordil:i)tes M(’Lhod for Ll~,’ Nl,mcriral
Solutjon of Lhe tiu~tidimensitinal Trallspor-t F;qilaLioll,” l’t-oc. Amrr.
INUC1. Sot, -sop . Meeting 011 Com]~utaLioil;l;M(’L}10(1s ill Iillrlc;lr
EngineeriltgWilliamsburg, VA, ,fpril 23-25, 197Y, Vol. 2, pp. 4-117
Lo 4-133.

R. 11. Lawrence and J. J. DorniI~g, “A I)iscrr[r Nodal I[~tcgral l’1’anspor~
Theory Method for plllltidinlens iotl:~l RG;I(Lot- l’llysic-s illl(l Sl]ieldillg
Calculations,” Pruc. Amer. Nucl. Sot. Top. Mc(!LiHg, Sun Valley, ldallo,
Sept 14-17, 198L’.

K. D. Lathrop and F. W. Ilrinkley, “TWOTRAN-(1: An Inlcrft]crdl llxljor[.-

:iblc \’crsion of Lhc TWOTRAN CO(IC for Iwo-l)iln(!llsiorl;ll TrallsporL,”
Los Alamos Scientific Laboratory report LA-4848-MS (July 1073).

W. F. Mi]lcr, Jr., R. E, Alcollffe, G. Ii. Uoslur, F. W. Ilrilllcley, Jr.,
aIl(i R. l), O’l)cll, “A TinlillgComparison of ‘~w(j-llilnt!tlsiollnl lliscretc-
Orclinat-es Codes for Cuiti~”aliLy Calcul~t.ions,” l’ru(’. Amer. Nucl. SGC.
‘1’Op, Neetiug 01) Computational Methods i n Nucl(! aI Ellgillt!el.illg,
Williamsburg VA, April 23-25, 1979, Vol. 2, pp. 4-1 Lo 4-IH.



Table 1. ZPPR-7A Prohlrm Results—... ——-— -—.——

(Convcrgmce Cricrrion = 10-4)

LL2 NODAL
— —-—

-“xx
Time,l keff

“.1“n I (%Error)

I
I 0.980 13

1.1
I
I
(-0.015)

0.980 26
4.1

(-0.002)

4——-. —. —-

1
0.9150 28

8.$
i

+

(0)

—- —.—— —.

0.980 28
16.6 I

I (cl)
1..—-—-.—- - —,

LL4 NODAL

7
iiun ‘—
Time keif
min.

(% Error)

0.980 19
1.4

(-0.009;

L
0.980 28

5.6
(o)

-.-— ..——
0.980 28

3.6
(o)

0.980 28
5.1

L
(o)

—— —-- —



Table 2. [ron-ifatcrShielding Problem ltesul~s....— .—— —
(Convergence Criterinn = 10-5)

-., ,—— .. —.— —-— .——. —- —-- ,—.- - - ,. —.. ---- - ,,—..... .. -,.,--- ... ——- —- .—, -,-— ---—-—- -—-,
I ;,

;: DIA~OSD I . .

i
: ;—._ —— I;_.{/--_r. -——-.. — ,. .- .-.. —.. .— ]1..—.——

I

is. d -i ?olmJi~L. -”~i

, 1 :1?~‘=’’’”‘“”(- ~=:--+:uj~:j;i;i.;::l~:-i$::l~~~”;-::-l/-–,y--—
!,,,.,;:=,Ca; ‘o”’ ::;:’,,::-,

-JI

5 0,6 0.8
(o?7.2) [-i.:]) (-).;>) (-c.12J (-C21) (-1.11) (o.k~) (-0,S6] {.1.39) (-0.06)

.- —-— ——. —— — .-—. .— ----- ,.— J} .—. ....— —.. _._— ——.

2.5

I
I

b.li~ 2.611 Il.&t“

~ ‘i’

h.:;b 2,$2? 4,~b4 i{ ~ ““l 2,521 &.90! —7.781 2.>26 L.899
f 0.6 I.0
!‘.’9~2C= 40> i (-16C; [3.:6J

J

t

“’’”’I ‘-~~.?~ ~“~l’ _H~) ! ._P&-. “VI .fl~’ ~1’

(-il.04) (0.44) (1s3)

+ .— ____ — -—— —.— -- —--- —.-

i
I

tiO 4 6eo Z,bz? >415 li : 7s2 2 \15 4.B5& If ?.52G ‘,R~7 II L. ?a3 2.520 4.856

p
!! 6S :1 *,: ! lb. %

‘ {5CX52 = 2=YUJ) (-2.1s; (~~5) (e :OJ !I i-L. tiZ, (u, :t,;
,,

Ib. e$; ‘; ; (;) (0.2C;

J

i:0 ,6) , (o) (0.zo) (o,9k) ,

..——— -—Jp _- —— -- ..—.—. —— .-,.—.
i

~,i,- {\_.. -.~__.----- .-.,.-,.-— -.—.

‘gg’ ii :;” ;C;hi-”-;;:::; ‘ ;I ‘;0 j ;C:a’

,~–-., -— --,,-. -— ... -

05 .: L.:64
i

I

2.ski 2 :11 L.835 ,4.7a2 2,5;; L 835
!I ,5,s

~::3=::c .:!C ~M; i:

J

12,5,
(-C.:G; ‘:.15) ~lje) j! (J,.s, :1 (C,ce) (0.>0) f , (0) 10.0s) (0.50)i

I
!1—. 1!.—, — .—. —-— .—— -—- —. ...- .— ---- -:; —. .,$ —-. —-., .--—---— ,.~—----—- -- -“—--—

i
~.i;c

:,!:?.,
1!

1.526 ij I I&k)
269:

1! I

i:s:O:Jc 22 :oc) ~; I {-0, !5: [C.44) (0.ec, Ii
;,
,: II I

i _-—-Ii ---L –- –-. --. ————. . . ~- -- . —–-. ..-. .-—:: --- –, ,..-, —, -—-, ------- . . .-. -.Z

-—



[281

t o

Fig. 1. ZPPR-7A Problem
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